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1 - Recommendation Systems





Collaborative Filtering

Source: Various Implementations of Collaborative Filtering

https://towardsdatascience.com/various-implementations-of-collaborative-filtering-100385c6dfe0


Challenges

Accuracy Sparsity Scalability



Motivation

How can we design an effective and efficient learning 

paradigm that enables collaborative filtering systems to get 

better performance (accuracy), work well with limited data 

(sparsity), and take reasonable training time (scalability)?



2 - Meta Learning



Motivation

Limited Data

Fast Inference

Long-Tail



Model-Agnostic Meta-Learning

Source: Learning to Learn

https://bair.berkeley.edu/blog/2017/07/18/learning-to-learn/


Model-Agnostic Meta-Learning

1. Sample a task Tᵢ (or mini batch of tasks)
2. Sample disjoint sets Dᵢᵗʳ and Dᵢᵗ from Dᵢ
3. Optimize θ*ᵢ ← θ - α ∇_θ L(θ, Dᵢᵗʳ)
4. Update θ using ∇_{θ} L(θ*ᵢ, Dᵢᵗ)

where

• Model Parameters: θ
• Task-Specific Parameters: θ*ᵢ
• Task-Specific Dataset: Dᵢ
• Training Task-Specific Set: Dᵢᵗʳ
• Test Task-Specific Set: Dᵢᵗ



3 - MetaRec



Architectural Diagram



1st Base Model F(θ): Matrix Factorization

• The de facto standard 
model for model-based 
collaborative filtering

• Represent user ratings 
as a user-item matrix

• Find two small latent 
matrices that 
approximate the full 
original matrix

• Minimize the rating 
prediction errors

• Can be optimized via 
Gradient Descent

• Prediction is simple

Source: The 7 Variants of Matrix Factorization Models for Collaborative Filtering

https://www.google.com/url?sa=i&url=https%3A%2F%2Ftowardsdatascience.com%2Frecsys-series-part-4-the-7-variants-of-matrix-factorization-for-collaborative-filtering-368754e4fab5&psig=AOvVaw2ZsczCJL8GZGzaeetVzzdL&ust=1603212093194000&source=images&cd=vfe&ved=0CA0QjhxqFwoTCODFtM6MwewCFQAAAAAdAAAAABAD


2nd Base Model F(θ): Multi-Layer Perceptron

• Input Layer
• Embedding Layer
• Neural CF Layer
• Output Layer
• P - Latent Factor Matrix 

for Users
• Q - Latent Factor Matrix 

for Items
• v - Side Information for 

Users and Items
• θ - Model Parameters

Source: He, Liao, Zhang, Nie, Hu, and Chua, 2017

https://arxiv.org/abs/1708.05031


3rd Base Model F(θ): Variational Autoencoder

• I - Input Preference Matrix
• K - Number of Latent Dimensions
• z_u - K-dimensional latent representation for 

user u
• r_u - Preferences for each item from user u 
• θ - Model Parameters

Source: Liang, Krishnan, Hoffman, and Jebara, 2018

https://arxiv.org/abs/1802.05814


4th Base Model F(θ): Restricted Boltzmann Machine

• R - Latent Factor Matrix for Users
• h - binary ratings
• W - adjacency between ratings and 

hidden features
• v - visible ratings

Source: Salakhutdinov, Mnih, and Hinton, 2007

https://www.cs.toronto.edu/~rsalakhu/papers/rbmcf.pdf


4 - Evaluation



MovieLens1M Data

• 1 Million Ratings
– UserID
– MovieID
– Rating
– Timestamp

• 4,000 Movies
– MovieID
– Title
– Genres

• 6,000 Users
– UserID
– Gender
– Age
– Occupation
– Zipcodes



Comparative Results
Matrix Factorization Models Multi-Layer Perceptron Models

Autoencoders Models
Boltzmann Machines Models



Thank you!
Questions?


